Economic modelling
Lectures 30 hours 

1. Vital terms and definitions. Population, sample. Statistical experiment, sample point, sample space. Event. Probability. Probability space. Statistical inference. Elements of combinatorics. Permutation. Variation. Combination. 

2. Compound events: union and intersection. Rule of complements. Conditional probability. Bayes's rule. Random variable. Parameters of random variable. Expected value, variance. Probability distribution function. Cumulative distribution function. Bivariate random variables. Covariance. Independence. 

3. Discrete distributions: Bernoulli, binomial, Poisson. Continuous distributions: uniform,  exponential, normal, chi-square, Student's t, Fisher-Snedecor.

4. Central limit theorem. Moivre-Laplace,  Lindberg-Levy theorems. Sampling distribution. 

5. Point estimation. Estimators properties. Consistency. Efficiency. Bias. Confidence intervals for mean, standard deviation and binomial proportion. 

6. Hypothesis testing. Null, alternative hypothesis. Type I and II errors. Test statistic. Level of significance. P-value. Rejection region. One-tailed, two-tailed test. Power of a test. Test of hypothesis for: mean, two means,  binomial proportion, two binomial proportions. 

7. Test of hypothesis for: variance, two variances. Nonparametric tests:  goodness of fit, independence.

8. ANOVA. Statistical and econometric software.
9. Simple linear regression. Ordinary least squares method. Model assumptions. Distributions of parameters’ estimators. Goodness of fit. Prediction of an expected  value.
10. Multiple regression. Parameters estimation. Goodness of fit. Estimation of variance.
11. Model building. Choice of variables: general idea, substantive analysis, analysis of a matrix of correlation coefficients. Hellwig’s integral information capacity indicators.

12. Model verification. Goodness of fit. Test F. Parameters significance. Test T. Model building. Choice of variables: stepwise regression – backward and forward. Other methods of variables choice.
13. Model verification. Residuals: randomness. Model verification. Normality – Shapiro-Wilk test, Q-Q plot.
14. Deterministic trend models. Linear trend. Point and interval forecast. Deterministic trend models. Nonlinear trend. Models reducible to linear form.
15. Model verification. Residuals: autocorrelation, homoscedasticity, unbiasedness. Models with dummy variables. Qualitative variables. Seasonal models.

Labs 30 hours
1. Statistical population and sample. Defining of an experiment, sample points, sample space and event.  Elements of combinatorics. Permutation. Variation. Combination. 

2. Compound events: union and intersection. Rule of complements. Conditional probability. Bayes's rule. 

3. Random variable. Discrete distributions: Bernoulli, binomial, Poisson. Continuous distributions: normal, chi-square, Student's t, Fisher-Snedecor.

4. Normal distribution (cont.). 
5. Confidence intervals for mean, standard deviation and binomial proportion. 
6. Test of hypothesis for: mean, two means,  binomial proportion, two binomial proportions. 

7. Test of hypothesis for: variance, two variances. Nonparametric tests:  goodness of fit, independence.
8. Test. 

9. Simple linear regression. Ordinary least squares method. Goodness of fit. Prediction of an expected  value.

10. Multiple regression. Parameters estimation. Goodness of fit. Estimation of variance.

11. Model building. Choice of variables: analysis of a matrix of correlation coefficients. Model verification. Goodness of fit. Test F. Parameters significance. Test T. 

12. Model building. Choice of variables: stepwise regression – backward and forward.

13. Model verification. Residuals: randomness, normality – Shapiro-Wilk test, Q-Q plot.

14. Test.

15. Deterministic trend models. Linear trend. Point forecast. Forecast error.
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